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Abstract: POI (Point of Interest) data is key resources for GPS
application. Manual POI collection is expensive and time
consuming. This paper presents a novel approach that
automatically extracts structured POl data from Internet news
articles. The procedure includes erasing noisy news document
with POI linguistic features, making lexical analysis on the
remaining texts using | CTCLAS2010, identifying time expression
and the full name of POI location and organization, extracting
the relationship between entities, and getting structured data
given a POl event based on extraction modeling. The POI
extraction model is computed with the term frequency and word
distance, without any syntax analysis, scenario template or
relationship induction. Consistency and validity check were
employed to optimize result. Open testing with experiment
conducted on 1,000 news articles, the precision is 97.30% and
recall is 75.48%. The approach has been applied in industrial
POI collection. POI oriented event extraction is effective.

Keywords: information extraction; extraction model;relation
extraction; POl | CTCLAS2010

. INTRODUCTION

A point of interest, or POI, is a specific point&tion that
someone may find useful or interesting. A nameescdption
for the GPS POI is usually included. And other infation
such as the related products or services, everlephtine
number may also be attached. Information aboutaifsp cafe

or parking lot at a given street is commonly usedl P

information. While the end user tries to locate déstination,
such data cannot have any little mistake, and dange on
POI must be updated as soon as possible. GIS dppdiess
have to keep hundreds of vehicles running and daograny
change at each location from morning till night.thgut any
hint or schedule, such aimless circling is expengind time-
consuming.

With the development of Internet, related changeldeto
be instantly announced on the news articles or B&ges. We
present a simple illustration with the névimm the official
website from the Central Government of China. Giwvefigure
1, some important attributions related to the ewsrdguld be
extracted shown in the TABLE I. POI Entity is defthas the
subject of POI event, such as a hotel, a road,suparmarket.
Moreover, the output
geographic navigation. For example, news about daienstar
participated the open ceremony of a shop” wouldlisearded
if there was no description about the shop addiegsnt type
is defined as the POI category. It is representéld fgature
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words, such asii & (or traffic open), 18 ¥ 3 (or
traffic close) and FR 1T (or traffic restraint).
Timestamp is not the publish date, but the dateewd#nt
occurrence. Such structured data in the table ise rflexible
for further utilization than unstructured newsclimmon sense,
the structured data could be regarded as GPS R&l da
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Or English: Dec.6, the vehicles riding on Ju Qing Road.
On the day, In the Dujiangyan City, Sichuan Province, the
road from Juyuan Town to Qing Cheng Mountain has
been opened to traffic. The road, which has a total length
of 10.75 kilometers, is the first rebuilt road project. It is
warranted that the maximum designed speed of 60 knvh,
and use one-class road standard with two-way six lanes
and with 8 seismic intensity protection. Pictures taken by
Xinhua News Agency reporter Hai Liu.

Figure 1. News related to POI data change

TABLE I. POIEVENT ATTRIBUTIONS
POI Entity RHH or JuQing Road
POI Location | Y JI[45#y T 7 R IFEE R 5L or from
Juyuan Town to Qing Cheng Mountain
Event Type M4 or traffic open
Timestamp 12 A4 6 H or Dec.6

location should be specificr fo

How to automatically generate POI data from neuislas?
There are three aspects of this problem have tadoleessed.
Firstly, Chinese named entities in POl data ared hear
recognize due to the word segmentation problenthEBtmore,
recognition of the specific POI location or orgatian hame is
more complicated than the general location namemFthe
sentence i T4 ¢ [X 5 22 38 T EM T K 38
¥ L E IEX 1141 % . 7 (or The second lottery
franchise store was formally opened at No. 38 Gaolan Road,



Chengguan District), the output POI entity should be“¥H Tl
B 3ER )k (or The second lottery franchise
store) and the POI location should be ¥ i ¢ [X 5% >4 4
385", which was generated from the four separate tekeh
JNTi"(Lanzhou City), ‘4% [X”(Chengguan District), %%

# "(Gaolan Road) and “38% "(No. 38). Secondly, POI
extraction has to tackle some tough natural languag
processing (NLP) tasks, such as disambiguation pdeah
inference and co-reference resolution. For ingalyd #4R

1T R 47 A A AR L (or Chongging Branch of Bank

of Chengdu was opened in Yu at the end of this month). Here,

“ B #B"(or Chengdu) and “# JK"(or Chongging) are not
referred as a city name, but a bank name. Herh, BBtk (or
Chongging) and “i”(or Yu, abbreviation of Chongging) are
co-referred as POI location. The precise POI tiamapt should
be referred from *k FJE"(or at the end of this month) and
the publish time. Last one but not least, theukhbe taken
more account on relationship between differenttiesti After
the lexical analysis and named entity recognitittrere are
ambiguous entities, locations and time expressitinaeeds
further analysis to filter irrelevant candidatesd aaxtract the
precise description on a given POI event.

This paper put forward a novel approach that aims t
extract structured POI
automatically. It has solved such problems mentioakove.
The performance is competitive by precision andaltec
Afterwards, the proposed solution has been prditiagplied

in a GIS data supplier. The remainder of the paiser
organized as follows. Section 2 gives a brief symwe related
works of information extraction, focusing on thasdification
and contrast. Section 3 presents our approach toaating
POI data from open news. And Section 4 reports an o
experimental results. The paper concludes withlastiation
of practical system.

The extraction of data, structure and relation fropen
noisy, unstructured web sources is a challengisg, tarshich
has engaged a veritable community of researchens MLP,
information retrieval and database [1] [2] [12]. 4B a subject
and standards of evaluation and success up to Mu@+e
surveyed in [16], and broadly one can say thaffitld grew
very rapidly when ARPA, the US defense agency, é&ihd
competing research groups to pursue IE, basedlipiton
scenarios like the MUC-4 terrorism events[17][18].

RELATED WORK

In the past few years, previous approaches t@itbielem
of information extraction were categorized intoethitypes by
the structure of web pages: structured, unstrudtarel semi-
structured.

Structured Approach. Structured webpage is defined as web
pages with predefined and strict format. The pagels to be
dynamically generated from underlying database. hSuc
information can easily be correctly extracted usimg frame
model. Usually quite simple matching techniquesedfieient
for extracting provided the page template is kno8tnuctured
approach focused on DOM tree with html tags andptata
learning based on sample pages. Structured appreadily

made use of hand-made wrappers using general-pirpos
programming languages [3] [4]. Besides web pagecsire,

the structure of web sites also plays key rolesitraction
[11]. Reference [15] puts forward augmenting auttitna
information extraction with visual perceptions.

Unstructured Approach. Unstructured webpage is made up
of free text with natural language, such as newgles,
technical reports. IE systems for unstructured wabes has
generally used natural language technigques anéxtraction
rules are typically based on patterns involving tagtic
relations between words, part-of-speech, and pbras@ven
named entities [5]. The rules or patterns oftendhaade or
learned automatically from training examples taggth the
right label by experts. Natural language understancn
unrestricted domain is far from the practice. Hoergv
information extraction for a special purpose carrknié we
can well define the priori knowledge. Domain depsmtd
knowledge or rules can be trained with machine niear
algorithm, such as probabilistic model, conditiomahdom
field model [2] [6] [7][10]. Semantic or ontologyften used in
free text extraction [13].

Semi-structured Approach. Semi-structured webpage, such
as product introduction page or academic paperans
intermediate between structured record of format dand

data from open news articlesinstructured text. For instance, a paper has stegtmeta-

data such as title, author, affiliation and corgaethile the full

content is free texts. Semi-structured approatbnottilizes

heuristic-based wrappers on structured data andirajat
language techniques on texts. Structured resultdcbelp

disambiguation on free texts. Reference [8] dbscrian

approach of automatic information extraction frorams

structured web pages by pattern discovery.

More recently, Reference [9] proposed domain-
independent information extraction from web tabléswever,
unstructured extraction usually depends on thengdl@main
and application [6].

The tools for information extraction include HTMware
tools, NLP-based tools, wrapper induction tools,dedimg-
based tools and ontology-based tools.

This paper is the first report focusing on extnagtiPOl
data update from unstructured news articles. Itolwes
location, organization and time expression idecdifon,
temporal inference, relationship extraction and neve
extraction. In addition, the practical system wasgded into
two individual components: extractor and knowledupese.
Therefore, the extractor could be applied in simdamains
with the appropriate knowledge base.

[lIl.  POIDATA EXTRACTION AND INTEGRATION

A. Architeture

The POI data extraction and integration is divided four
main stages. It includes: text preprocessing, neitiog of full
entity name, POI extraction modeling and resulfrojzation.
The architecture is illustrated in Figure 2.

In the architecture, there are two individual pattse
extractor and knowledge base. The extractor isgdesi for



general purpose. In this work, the knowledge is R&xted.
However, knowledge representation is domain indépen
Therefore, the approach could be extended to irdtGon
extraction on similar domain.

B. Text Preprocessing

This procedure includes erasing noisy news documvight
POl linguistic features, and then making lexicalgsis on the
remaining texts, identifying time expression, lémat and
organization entities using shareware ICTCLASZ0thich is
one of the most popular Chinese lexical analyzer.

Web News
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Figure 2. Architecture of POI Extraction

After lexical analysis, all the sentences and woads
segmented, and time expressions are marked withoZation
entities are marked with \ns’ or ‘\nsi’.

2|t can be downloaded frohttp://hi.baidu.com/drkevinzhang

Based on ICTCLAS2010, a location lexicon with
640,000 entries was imported as the user-defineidde of
ICTCLAS2010. It can improve the precision and recibase
location name recognition.

C. Recognition of full entity name

Traditional Chinese lexical analyzer usually proekic
tokens with small granularity. For instance, tmeetiexpression
“12 A 6 B”(or Dec. 6) was not tokenized inté2 /| 6 B /t”,
but “12 A/t 6 B /t”. Meanwhile, a whole POI addres&?9!|
4 FLE T R IBAL” will be segmented into ¥9)1] 24 /ns AR
JL3E W /ns B4 /nsi”. The problem with organization
name is much more severe.

12 H/t 6 H/t » /wd %4i/n B b/v B/v (/wkz
VE/ng ) /wky F5/a  (/wkz d%ili/ns ) /wky %/n .
/wi MH/t . /wd WU /ns FRYLHETE /ns 28 Y5
/nsi F/p Hhi/ns th/n BEH/n BE/vi . /vj %
/rz. B /n f&/vshi #ILHE/ns A 3)/v K/n J5/f &
#/v H/m AN/q By EBH/n WiH/m o, /wd E%
/n 2K /n 10.75/m AR /q , /wd A%/n Wil /vn
Mg /n 60/m AH//NS/n, /wd EH/v —2%/b A
B/n Fr#E/n , /wd XA /b 6/m FEiE/n , /wd If/cc
¥%/p 8/m % /q Pik/vn wBi/vn o /wj FrHEs/nt
WEH/n XE/nr B/ vg

Figure 3. Lexical Result of the News Sample

Hence, based on lexical analysis result from
ICTCLAS2010, time expression was recognized usagylar
grammar and POI location and organization entitiess
combined with sequential tokens using heuristioadge.

In this stage, we use a rule-based method to fired t
maximal Noun phrase of POI entities. By scanning word
and its part of speech, we get the full entity nahBOI road,
as shown in Fig. 4.

VU145 /ns #BVCIETI /ns JRUEH/nsi % /p T /ns
th/n & /n

Figure 4. Sample of POI full road name

However, rule-based method usually occurs some
mistakes, therefore an evaluation function was usesklect
the optimal phrase.

W, = log(LEN,) - log(TF.) (1)

In formula (1), W. is the weight of the POI candidate
entity namee. LEN. is the count of word ire. TF. is the
frequency of the entity name. Finally, the entity of the
maximal weight is selected.

After lexical analysis and recognition of POI ldoat
organization and time expressions, the POI itendickates



were selected. At the same time, any sentence wtithdtities,
time expressions or POI feature words are discaadagseless
information.

D. POI extraction modeling

POI extraction model is designed to compute thecmite
measure that a POI attributi@nto a given POI event feature
word f.

Measure(f, a) log(1+1/Distance(f, a)+a))+log(B+TF)

T (built)
#3E (moved)IE # (moved) s
I (merged)ff 4 (rename)jt
Ik (moved) 4 2 (modified) ™
% (scaled)f: % (moved)

% [ (closed)| &l [ (shut
down)| 1 Mb. (stopped)gk Mk
(stopped)ffr B (removed)[
il (exploded )} J(close)

Update

Close

+log(s+TF,), wherea andf are smoothing factor. 2
In formula (2):
Measure(f, a) is the measurement that POI attribution
is coherent to the given event featured word

a is POI attribution, such as POI location, orgatiizra
and time expression, recognized from the lexic
analysis.

And f is the feature word of given POI event. Th
sample is listed in Table Il. Event feature words a
small part of domain ontology. The features argpim
generated both from POI experts and entropy-bas
feature selection algorithm on given samples.

Distance(f, @) is the count of words betweearandf.

TF; and TF, are the frequencies of the feature wérd

2

11

and POI attributiora respectively.

JRoad Update 1l 7%= (traffic open) | 14
(traffic  open)| &
(built)| 52 T (buil))] % T.
(built)| #1 % (widen)| FF il
(open)t I (start to build)}
#(start to build)p 3li(start to
build)|B5 % (start to build)fF
k& (remove) ¥ & (modify)| 5
% (rename)f® T (modify)| 5
i (modify) iy 4 (named ) T
| B 39 | @ B | i T (under
construction)

FAT (restraint)ft 4] (close) i
% (speed limit)fif7(one way
limit)| 2547 (no entry)§& (1= i@
17 (no entry)}fi ¥ (change)

ed

Limitation

In the extraction model, only term frequency ané th

distance from POI location, organization or tim@rmssion to
the given feature word are introduced,. Thereasfurther
natural language technique, such as partial parsggtax
analysis, relationship induction, or semantic inteter. Except
the event feature words, no relation or templatataedge was
used. Therefore, the extraction modeling
independent.

It can be proved that the POI event feature worthés
center for extraction. However, one article coude several
feature words. Different POI events can be measwitdthe
extraction models. The most possible POI with theximum
score would be chosen. Similarly, the model cad five most
possible attribution among all candidates for &gi?Ol event.

TABLE I1. POIEVENT FEAT URE SAMPLE
Category | Sub- Feature sample
Category
Building Opening FF Ak (Open)ft- 7k (Open) i jik

(open)f& Mk (Open)fiz # (on
business) i 37 (built)| 7% J*
(accomplishedyk % (built)|
J# (on businessif A H (in
use)fr i (in use)f /& (built)|
FFi#(start to build)ff I (start
to build) ¥ 2 (newly built)sh
T (newly built)pg L (built) i

E. Result Optimization

Given a POI event feature, all the candidate locati
organization and time expression is generated ariddby its
coherence measure value. Some optimization strabvess

is domairemployed in this stage. Firstly, temporal inferena@s

performed according to publish date and time exwes
Then, the outdated POI event was filtered by juggas
useless. Secondly, consistency and validity cheokldvbe
used to filter illegal POI. Such rules are collecteth the POI
suppliers. For instance, POI would be removedsifldcation
is out of range. In our work, any data outside nfanland of
China will be discarded.

Finally, the structured POI data would be extradteth a
given free news article.

IV. EXPERIMENT AND RESULTS

On 1,000 open news articles, several experiment® we
conducted to validate the effectiveness of the @sed
approach.

A. Data Sets

A web crawler system is designed to collect Inteiews
from the following search engines: Google, Baidd &ogou.
Many GPS POI keywords are used to help find theréyppate
News.



We asked 3 human evaluators to label ground trata d
and 2000 news are used for training data colleciosh 1000
news for testing data collection.

B. Evaluation Measure

In our method, evaluation is relatively simple. \&guld
use traditional evaluation method in InformatiortriReal.

We use precision (P) and recall(R) to measure th
performance:

P=|CNR|/|R|
R =|CNR|/[C]

) 3
(4)

where R is the set of results returned by our sysssnd C
is the set of manually tagged correct results.

C. Experimental Design

As it is well known, the result of information exétion is
hard to compare except for experiments with theestsks on
a given test set. What's more, other availableesgstsuch as
GATE[19], RAPIE[20] and SRV[21], could not be atksghfor
POI extraction tasks.

One key requirement for making IE a usable tectgle
developing the ability to produce IE systems rapidithout
using the full resources of an NLP research laboyatThe
most recent MUC had introduced a task, “co-refezenc
evaluation”, with the goal of stimulating more famdental

V. CONCLUSIONS

This paper presents a novel approach that autcaligtic
extracts structured GPS POI data from news articBsen
testing with experiment conducted on 1,000 newislest the
precision is 97.30% and recall is 75.48%. The nuktwihin
POI oriented event extraction is effective. Therapph has
been applied in a practical system named POIExtract
Jlustrated in the following figure.

BEIE ‘WebGnlherﬂnln aml iy it

EB (SHERRRER

ZENEREEARPE MlitE-tEEbK

= -3

RiamE

SREERTE : 201058 108

R : 201028 RO H HER

l\{(p‘ /{xbly. chinawestnews. net/systen/2010/06/09/0102786 s |[REBERMAE
28. shtml
L SRR SRONE RESEFN -5, S, WE Skl [00FA
&, 26w
T CU BN REHT S RIS , i sitng 29
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S PR ETEE o EREOKIR S 148 » IS SR SRR
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Figure 5. POIExtractor lllustration

This work has successfully solved the problem ofl PO
extraction from open Internet news. The future wiorguses

NLP research. Therefore, the BASELINE experiment in extending the extractor to other domains suckestaurant

designed only with lexical analysis and co-occureein one
sentence.

D. Result and Analysis

introduction and product review.
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conducted with an additional NLP module based enathove
one. The results are given as follows.

TABLE ll1. EXPERIMENTAL RESULTS

Different NLP modules P R
BASELINE: lexical analysis and c¢g-97.44| 24.51
occurrence in one sentence

+noisy sentence removing 98.3B7.42
+irrelevant entity filtering 95.59 41.94
+consistency between event and entities 96.0%3.10
+filtering if no time or location expression 94.847.74
+extended dictionary in POI field 94.4454.84
+time optimization 92.71 57.42
+location optimization 93.44 73.55
+short news removal 97.3075.48

Compared with BASELINE, the proposed POI extraction[g)

method achieved better performance in terms of pohision
and recall. From the TABLE IlI, it indicated thahah NLP
module solved different problems and improved
performance in POI extraction. And location op#ation is
the most effective.

thd9]
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